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#Overview

#Questions - Responses

1. How would this customer be classified? A. Since the new client does not take out a personal loan, they would be categorized as 0.
2. What is a choice of k that balances between overfitting and ignoring the predictor information? A. With an overall efficiency of 0, the optimal value of K is 3.
3. Show the confusion matrix for the validation data that results from using the best k. A. By using the best value for K as 3, and at set.seed(159) the confusion matrix was

* Reference
* Prediction 0 1 0 1811 61 1 7 121
* True positive = 121 True Negative = 1811 False Positive = 7 False Negative = 61

4.Classify the customer using the best k? A. Based on the best value of K, which is K=3, the client would be categorized as 0. Thus, the client declines the personal loan.

1. Repartition the data, this time into training, validation, and test sets (50% : 30% : 20%). Apply the k-NN method with the k chosen above. Compare the confusion matrix of the test set with that of the training and validation sets. Comment on the differences and their reason.

A. Compared to test and validation data sets, the training set has higher accuracy (97.4%), sensitivity (75.93%), and specificity (99.7%). It was caused by a number of things, including sample size, data leaking, and overfitting. The primary cause was overfitting, which occurs when a model is given permission to commit training data to memory in order to capture all of the training data’s headlines. Consequently, the model’s performance on training data will be remarkably higher than that of the other two data sets.

For Testing data: Accuracy was 95.60% Sensitivity was 60.64% Specificity was 99.23%

For Validation data: Accuracy was 96.13% Sensitivity was 65.51% Specificity was 99.41%

For Training data: Accuracy was 97.44% Sensitivity was 75.93% Specificity was 99.73%

# loaded the required libraries

library(class)  
library(caret)

## Loading required package: ggplot2

## Loading required package: lattice

library(e1071)  
library(ggplot2)  
library(lattice)

#Data import   
universal\_bank <- read.csv("C:/Users/eshwa/Documents/Fundamentals of Machine Learning/Assignment 2/UniversalBank.csv")  
dim(universal\_bank)

## [1] 5000 14

# t function creates the transpose of the dataframe  
t(t(names(universal\_bank)))

## [,1]   
## [1,] "ID"   
## [2,] "Age"   
## [3,] "Experience"   
## [4,] "Income"   
## [5,] "ZIP.Code"   
## [6,] "Family"   
## [7,] "CCAvg"   
## [8,] "Education"   
## [9,] "Mortgage"   
## [10,] "Personal.Loan"   
## [11,] "Securities.Account"  
## [12,] "CD.Account"   
## [13,] "Online"   
## [14,] "CreditCard"

#PUT ID AND ZIP

#here 1 and 5 are the indexes for the columns ID and ZIP  
universal\_bank <- universal\_bank[,-c(1,5)]   
dim(universal\_bank)

## [1] 5000 12

#education only need to be converted into factor  
universal\_bank$Education <- as.factor(universal\_bank$Education)  
  
# converting education level to dummy variables  
groups <- dummyVars(~.,data=universal\_bank)  
universal\_B\_bank <- as.data.frame(predict(groups,universal\_bank))

#gives us same sample if we return the code  
set.seed(159)   
  
#60% training data  
train\_index <- sample(row.names(universal\_B\_bank), 0.6\*dim(universal\_B\_bank)[1])  
train\_bank <- universal\_B\_bank[train\_index,]  
  
#40% validation data  
valid\_index <- setdiff(row.names(universal\_B\_bank), train\_index)  
valid\_bank <- universal\_B\_bank[valid\_index,]  
  
# Prints the dims of the datasets  
cat("Training data dimensions:", dim(train\_bank), "\n")

## Training data dimensions: 3000 14

cat("Validation data dimensions:", dim(valid\_bank), "\n")

## Validation data dimensions: 2000 14

# 10th variable of the data frame is personal loan  
train\_norm\_bank <- train\_bank[,-10] # Personal loan is the 10th variable in data frame  
valid\_norm\_bank <- valid\_bank[,-10]  
  
norm.values <- preProcess(train\_bank[, -10], method=c("center", "scale"))  
  
#Normalization of training dataset and validation dataset  
train\_norm\_bank <- predict(norm.values, train\_bank[, -10])  
valid\_norm\_bank <- predict(norm.values, valid\_bank[, -10])

1. Age = 40, Experience = 10, Income = 84, Family = 2, CCAvg = 2, Education\_1 = 0, Education\_2 = 1, Education\_3 = 0, Mortgage = 0, Securities Account = 0, CD Account = 0, Online = 1, and Credit Card = 1. Perform a k-NN classification with all predictors except ID and ZIP code using k = 1. Remember to transform categorical predictors with more than two categories into dummy variables first. Specify the success class as 1 (loan acceptance), and use the default cutoff value of 0.5. How would this customer be classified?

#creating a new customer input  
new\_customer <- data.frame(  
 Age = 40,  
 Experience = 10,  
 Income = 84,  
 Family = 2,  
 CCAvg = 2,  
 Education.1 = 0,  
 Education.2 = 1,  
 Education.3 = 0,  
 Mortgage = 0,  
 Securities.Account = 0,  
 CD.Account = 0,  
 Online = 1,  
 CreditCard = 1  
)  
  
# Normalizing  
new\_cust\_norm <- new\_customer  
new\_cust\_norm <- predict(norm.values, new\_cust\_norm)

#Assuming k=1  
knn.pred1 <- class::knn(train = train\_norm\_bank,   
 test = new\_cust\_norm,   
 cl = train\_bank$Personal.Loan, k = 1)  
  
# Prints knn prediction  
knn.pred1

## [1] 0  
## Levels: 0 1

#loan not granted for given test dataset for k=1

1. What is a choice of k that balances between over fitting and ignoring the predictor information?

#set range of k 1 to 20  
accuracy\_bank <- data.frame(k = seq(1, 20, 1), overallaccuracy = rep(0, 20))  
  
for(i in 1:20) {  
knn.pred <- class::knn(train = train\_norm\_bank,   
 test = valid\_norm\_bank,   
 cl = train\_bank$Personal.Loan, k = i)  
  
  
accuracy\_bank[i, 2] <- confusionMatrix(knn.pred, as.factor(valid\_bank$Personal.Loan),  
 positive = "1")$overall[1]   
}  
  
#k value with max accuracy  
bestValueofk <- which(accuracy\_bank[,2] == max(accuracy\_bank[,2])) # gives the k value with maximum accuracy  
accuracy\_bank

## k overallaccuracy  
## 1 1 0.9620  
## 2 2 0.9630  
## 3 3 0.9660  
## 4 4 0.9615  
## 5 5 0.9630  
## 6 6 0.9600  
## 7 7 0.9630  
## 8 8 0.9630  
## 9 9 0.9600  
## 10 10 0.9575  
## 11 11 0.9570  
## 12 12 0.9540  
## 13 13 0.9535  
## 14 14 0.9525  
## 15 15 0.9510  
## 16 16 0.9500  
## 17 17 0.9495  
## 18 18 0.9465  
## 19 19 0.9465  
## 20 20 0.9460

#prints the best value of k  
cat("The Best Value of k is:", bestValueofk)

## The Best Value of k is: 3

# The Best Value of k is 3  
#Plotting graph between k value and accuracy  
plot(accuracy\_bank$k,accuracy\_bank$overallaccuracy)

![](data:image/png;base64,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)

1. Show the confusion matrix for the validation data that results from using the best k.

# take the best k value for prediction  
knn.pred2 <- class::knn(train = train\_norm\_bank,   
 test = valid\_norm\_bank,   
 cl = train\_bank$Personal.Loan, k = bestValueofk)  
  
  
# confusion matrix for dataset  
confusion\_matrix <- confusionMatrix(knn.pred2,  
 as.factor(valid\_bank$Personal.Loan), positive = "1")  
  
cat("Confusion Matrix for validation data:", "\n")

## Confusion Matrix for validation data:

# Confusion Matrix of validation data  
print(confusion\_matrix)

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction 0 1  
## 0 1811 61  
## 1 7 121  
##   
## Accuracy : 0.966   
## 95% CI : (0.9571, 0.9735)  
## No Information Rate : 0.909   
## P-Value [Acc > NIR] : < 2e-16   
##   
## Kappa : 0.7628   
##   
## Mcnemar's Test P-Value : 1.3e-10   
##   
## Sensitivity : 0.6648   
## Specificity : 0.9961   
## Pos Pred Value : 0.9453   
## Neg Pred Value : 0.9674   
## Prevalence : 0.0910   
## Detection Rate : 0.0605   
## Detection Prevalence : 0.0640   
## Balanced Accuracy : 0.8305   
##   
## 'Positive' Class : 1   
##

1. Consider the following customer: Age = 40, Experience = 10, Income = 84, Family = 2, CCAvg = 2, Education\_1 = 0, Education\_2 = 1, Education\_3 = 0, Mortgage = 0, Securities Account = 0, CD Account = 0, Online = 1 and Credit Card = 1. Classify the customer using the best k.

new\_customer1 <- data.frame(  
 Age = 40,  
 Experience = 10,  
 Income = 84,  
 Family = 2,  
 CCAvg = 2,  
 Education.1 = 0,  
 Education.2 = 1,  
 Education.3 = 0,  
 Mortgage = 0,  
 Securities.Account = 0,  
 CD.Account = 0,  
 Online = 1,  
 CreditCard = 1  
)  
  
# Normalizing new customer  
new\_cust\_norm1 <- new\_customer1  
new\_cust\_norm1 <- predict(norm.values, new\_cust\_norm1)

knn.pred3 <- class::knn(train = train\_norm\_bank,   
 test = new\_cust\_norm1,   
 cl = train\_bank$Personal.Loan, k = bestValueofk)  
  
#prints prediction  
knn.pred3

## [1] 0  
## Levels: 0 1

1. Repartition the data, this time into training, validation, and test sets (50% : 30% : 20%). Apply the k-NN method with the k chosen above. Compare the confusion matrix of the test set with that of the training and validation sets. Comment on the differences and their reason.

set.seed(159) # Ensures that we get the same sample if we rerun the code  
  
# Split the data to training (50%), validation (30%) and testing (20%) sets each  
train\_index1 <- sample(row.names(universal\_B\_bank), 0.5\*dim(universal\_B\_bank)[1])  
valid\_index1 <- sample(setdiff(row.names(universal\_B\_bank), train\_index1),  
 0.3\*dim(universal\_B\_bank)[1])   
test\_index1 <- setdiff(row.names(universal\_B\_bank), c(train\_index1,valid\_index1))  
  
train\_Data1 <- universal\_B\_bank[train\_index1,]  
valid\_Data1 <- universal\_B\_bank[valid\_index1,]  
test\_Data1 <- universal\_B\_bank[test\_index1,]  
  
# Print dimensions of split datasets  
cat("Training data dimensions:", dim(train\_Data1), "\n")

## Training data dimensions: 2500 14

cat("Validation data dimensions:", dim(valid\_Data1), "\n")

## Validation data dimensions: 1500 14

cat("Testing data dimensions:", dim(test\_Data1), "\n")

## Testing data dimensions: 1000 14

#Normalize data for 3 sets  
train\_norm\_bank1 <- train\_Data1[ ,-10] #removing the 10th variable(personal loan)  
valid\_norm\_bank1 <- valid\_Data1[ ,-10]  
test\_norm\_bank1 <- test\_Data1[ ,-10]  
  
#Preprocessing  
norm.values1 <- preProcess(train\_Data1[ ,-10], method=c("center", "scale"))  
train\_norm\_bank1 <- predict(norm.values1, train\_Data1[ ,-10])  
valid\_norm\_bank1 <- predict(norm.values1, valid\_Data1[ ,-10])  
test\_norm\_bank1 <- predict(norm.values1, test\_Data1[ ,-10])

#knn prediction for best value of k  
knn.pred.train <- class::knn(train = train\_norm\_bank1,   
 test = train\_norm\_bank1,   
 cl = train\_Data1$Personal.Loan, k = 3)  
  
#confusion matrix of training data  
confusion\_matrix.train <- confusionMatrix(knn.pred.train,   
 as.factor(train\_Data1$Personal.Loan), positive = "1")  
  
#print matrix  
cat("Confusion Matrix for training data:", "\n")

## Confusion Matrix for training data:

#Confusion Matrix of training data:  
print(confusion\_matrix.train)

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction 0 1  
## 0 2253 58  
## 1 6 183  
##   
## Accuracy : 0.9744   
## 95% CI : (0.9674, 0.9802)  
## No Information Rate : 0.9036   
## P-Value [Acc > NIR] : < 2.2e-16   
##   
## Kappa : 0.8374   
##   
## Mcnemar's Test P-Value : 1.83e-10   
##   
## Sensitivity : 0.7593   
## Specificity : 0.9973   
## Pos Pred Value : 0.9683   
## Neg Pred Value : 0.9749   
## Prevalence : 0.0964   
## Detection Rate : 0.0732   
## Detection Prevalence : 0.0756   
## Balanced Accuracy : 0.8783   
##   
## 'Positive' Class : 1   
##

knn.pred.valid <- class::knn(train = train\_norm\_bank1,   
 test = valid\_norm\_bank1,   
 cl = train\_Data1$Personal.Loan, k = bestValueofk)  
  
#confusion matrix   
confusion\_matrix.valid <- confusionMatrix(knn.pred.valid,   
 as.factor(valid\_Data1$Personal.Loan), positive = "1")  
  
#print matrix  
cat("Confusion Matrix for Validation data:", "\n")

## Confusion Matrix for Validation data:

#Confusion Matrix   
print(confusion\_matrix.valid)

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction 0 1  
## 0 1347 50  
## 1 8 95  
##   
## Accuracy : 0.9613   
## 95% CI : (0.9503, 0.9705)  
## No Information Rate : 0.9033   
## P-Value [Acc > NIR] : < 2.2e-16   
##   
## Kappa : 0.7457   
##   
## Mcnemar's Test P-Value : 7.303e-08   
##   
## Sensitivity : 0.65517   
## Specificity : 0.99410   
## Pos Pred Value : 0.92233   
## Neg Pred Value : 0.96421   
## Prevalence : 0.09667   
## Detection Rate : 0.06333   
## Detection Prevalence : 0.06867   
## Balanced Accuracy : 0.82463   
##   
## 'Positive' Class : 1   
##

#knn prediction for best value of k  
knn.pred.test <- class::knn(train = train\_norm\_bank1,   
 test = test\_norm\_bank1,   
 cl = train\_Data1$Personal.Loan, k = bestValueofk)  
  
#confusion matrix   
confusion\_matrix.test <- confusionMatrix(knn.pred.test,   
 as.factor(test\_Data1$Personal.Loan), positive = "1")  
  
#print matrix  
cat("Confusion Matrix for Test data:", "\n")

## Confusion Matrix for Test data:

# Confusion Matrix   
print(confusion\_matrix.test)

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction 0 1  
## 0 899 37  
## 1 7 57  
##   
## Accuracy : 0.956   
## 95% CI : (0.9414, 0.9679)  
## No Information Rate : 0.906   
## P-Value [Acc > NIR] : 1.733e-09   
##   
## Kappa : 0.6986   
##   
## Mcnemar's Test P-Value : 1.232e-05   
##   
## Sensitivity : 0.6064   
## Specificity : 0.9923   
## Pos Pred Value : 0.8906   
## Neg Pred Value : 0.9605   
## Prevalence : 0.0940   
## Detection Rate : 0.0570   
## Detection Prevalence : 0.0640   
## Balanced Accuracy : 0.7993   
##   
## 'Positive' Class : 1   
##